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Abstract 

This study compares the accuracy of the Naïve Bayes and C4.5 algorithms in determining the most 

suitable product types for Micro, Small, and Medium Enterprises (MSMEs) participating in the 

Digital Entrepreneurship Academy (DEA) training program at BBPSDMP Kominfo Medan. This 

study uses a dataset from DEA participants between 2021 and 2022. The analysis shows that the 

C4.5 algorithm has a higher accuracy compared to Naïve Bayes, indicating its better effectiveness 

in helping MSMEs choose product types. These findings suggest that C4.5 is more suitable for 

applications that require a high level of accuracy, especially in the context of this study. This study 

provides valuable insights into the selection of algorithms to support decision making in the MSME 

sector. 

 

Keywords: Naïve Bayes, C4.5, UMKM, Digital Entrepreneurship Academy, Algorithm 

Comparison, Product Selection. 

1. INTRODUCTION 

Micro, Small and Medium Enterprises (MSMEs) are an important pillar of Indonesia's 

economic development that continues to be encouraged to move up a class, so that they can make a 

greater contribution to the economy and absorb more workers. The rapid development of 

technology, especially the internet, has had a significant impact on the delivery and receipt of 

information, especially for Micro, Small and Medium Enterprises in determining market 

segmentation. The Center for Human Resource Development and Research (BBPSDMP) of the 

Medan Ministry of Communication and Information, as one of the Technical Implementation Units 

of the Human Resource Development Agency (BPSDM) of the Ministry of Communication and 

Information, has a priority program, the Digital Talent Scholarship (DTS). 

The Digital Talent Scholarship (DTS) program is a competency development training 

initiative that has been implemented for Indonesian digital talents since 2018. As part of the 

national development priority program, the Digital Entrepreneurship Academy (DEA) is one of the 

training academies organized by the DTS of the Ministry of Communication and Information. This 

program is aimed at the general public who are prospective Micro, Small, and Medium Enterprises 

(MSMEs), as well as MSME business actors who want to increase their capacity in utilizing digital 

technology to develop their businesses. DEA training aims to encourage the improvement of digital 

skills from basic to intermediate for prospective and MSME actors. This academy targets 

participants from the general public who want to start a business, as well as MSME actors. In the 

DEA training registration process, participants are required to register on the Digital Talent 

Scholarship website (digitalent.kominfo.go.id). 

To evaluate DEA training activities, a Tracer Study was conducted on DEA alumni from 

2021 to 2022. The Tracer Study system was implemented as an effective solution to collect alumni 

achievement data. The development of this system can improve alumni data management, avoid 

data loss, and facilitate interaction between agencies and alumni. This interaction media plays an 

important role in obtaining accurate information, as well as involving the community in providing 

input and criticism that can improve the quality of post-training education.  
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From the tracert study data collected by BBPSDMP Kominfo Medan in 2021-2022 through 

an online questionnaire, it was found that many DEA participants had not yet determined the type 

of product. MSMEs play a vital role in the economy with their significant contribution to economic 

growth and job creation. The selection of product types is a key factor in the sustainability and 

success of MSMEs, but is often complex because it involves various variables and factors. The 

Naïve Bayes algorithm, which utilizes the principle of probability, and the C4.5 algorithm, which 

uses a decision tree approach, are the main choices for this analysis.(Mawaddah & Pranoto, 2023). 

Naive Bayesknown for its capabilities in probability-based classification, while C4.5 offers 

a transparent approach through a decision tree structure.(Safira & Mustakim, 2021). Thus, the 

comparison of the two is expected to provide in-depth insight into the effectiveness and suitability 

of each algorithm in supporting the decision-making process related to the selection of product 

types in the MSME environment. 

By understanding the advantages and disadvantages of each algorithm, this study aims to 

contribute to a better understanding in the context of MSMEs, so that MSME owners and related 

stakeholders can make more informed and data-based decisions. This analysis is expected to 

provide a positive contribution to the development of MSME business strategies and sustainability, 

which in turn can have a positive impact on the local and national economy. 

In this study, the author will analyze the comparative accuracy of the Naïve Bayes 

algorithm and the C4.5 algorithm in selecting the type of product for prospective Micro, Small and 

Medium Enterprises (MSMEs) based on data samples carried out in the DEA (Digital 

Entrepreneurship Academy) training from 2021 to 2022. 

 

2. PROBLEM FORMULATION 

Based on the research background that has been explained, the problem formulation for 

this research is as follows: 

2.1How to apply the Naïve Bayes algorithm method and the C4.5 algorithm in the context of 

selecting product types for prospective MSMEs? 

2.2Does one algorithm tend to provide an advantage in predicting market preferences or consumer 

needs for the type of product a prospective MSME is pursuing? 

2.3How do factors such as accuracy, computational speed, and reliability affect the performance of 

both algorithms in selecting product types for prospective MSMEs? 

 

3. METHOD 

3.1 Types of Research 

The type of research method used is quantitative research. According to Habeeb Adewale 

Ajimotokan (2022), quantitative research is a scientific research approach that uses statistical 

methods and techniques to collect, analyze, and interpret numerical data. This approach aims to 

measure variables objectively, understand the relationships between variables, and make 

generalizations from a sample to a larger population. The characteristics of quantitative research 

include the use of measurable numerical data, an objective approach that avoids subjectivity, and a 

structured research design. 

In addition, Jennifer J. Mueller and Nancy Files (2024) explain that quantitative research 

uses statistical analysis to summarize, explain, and test hypotheses based on the data collected. 

Sample selection is done carefully to ensure greater representation of the population, and the results 

of the study are expected to be generalizable. The quantitative research process includes steps 

ranging from formulating research questions, developing hypotheses, research design, data 

collection and data analysis to interpretation and conclusions. This research method is used to 

search for something systematically using scientific methods and applicable sources of information. 

This process provides superior research results and accurate research used. 
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3.2 Place and Time of Research 

a) Research Place 

This research was conducted at the Center for Human Resource Development and 

Research in Communication and Informatics (BBPSDMP Kominfo) Medan. BBPSDMP 

Kominfo Medan is a Technical Implementation Unit (UPT) under the Human Resource 

Development Agency (Balitbang) of the Ministry of Communication and Informatics of the 

Republic of Indonesia. The main task of BBPSDMP Kominfo is to carry out human 

resource development and research in the field of Information and Communication 

Technology (ICT) in seven working areas, including disadvantaged, outermost, and remote 

areas (3T). This research aims to obtain relevant and useful data in the context of ICT 

development in these areas. 

b) Research Time 

The research period was conducted over a period of nine months from November 

2023 to August 2024. Table 3.1 Research Time   

 

3.3 Data Collection Techniques 

The data for this study were obtained from a questionnaire distributed by the researcher to 

alumni participants of the DEA (Digital Entrepreneurship Academy) training for the period 2021-

2022. DEA participants came from Micro, Small, and Medium Enterprises (MSMEs), Prospective 

MSMEs and the general public who had completed training organized by BBPSDMP Kominfo 

Medan. The questionnaire was designed to collect relevant information related to the experience 

and impact of the training. The data collected will be analyzed to evaluate the effectiveness of the 

training and to provide insight into the implementation and results achieved by participants after 

participating in the training program. This dataset includes eight main attributes, which represent 

various information related to alumni participation in the training, their business conditions, and the 

use of digital strategies in developing their businesses. Figure 3.2 is a survey conducted from 4 to 

12 December 2022. This survey aims to track alumni of the BBPSDMP KOMINFO Medan Digital 

Entrepreneurship Academy Program who participated in the learning period in 2021-2022. 

 

4. RESULTS AND DISCUSSION 

4.1 Applying the Naïve Bayes Algorithm Method and the C4.5 Algorithm in the Context of 

Product Type Selection for Prospective MSMEs 

Selecting the right type of product for prospective MSMEs (Micro, Small, and Medium 

Enterprises) is very important to ensure the success and sustainability of the business. In this 

No Activity 

Description 

Nov. Dec. Jan. Feb. Mar. Apr. May. Jun. Jul. Agus. 

3 1 2 3 1 2 3 1 2 3 1 2 1 2 1 2 3 1 2 3 1 2 3 1 

1 Initial Research                         

2 Title Submission                         

3 Proposal Writing                         

4 Proposal Seminar                         

5 Thesis Guidance                         

6 Results Seminar                         

7 Data processing                         

8 Thesis Writing                         

9 Green Table Session                         
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context, the application of the Naïve Bayes algorithm method and the C4.5 algorithm can be a data-

based solution that helps prospective MSMEs in making more accurate decisions. 

1. Naïve Bayes Algorithm 

a. Basic Concepts 

Naïve Bayes is a machine learning algorithm based on Bayesian probability theory. This 

algorithm is often used for classification and is based on the assumption that each feature 

(variable) of the data is independent. This means that the presence of one feature in a class 

does not depend on the presence of other features. 

b. Application in UMKM Product Selection 

In the context of product selection for prospective MSMEs, Naïve Bayes can be used to 

classify the most likely successful product candidates based on historical data and 

characteristics of the prospective MSMEs. For example, if we have data on product type, 

market demographics, and previous sales performance, this algorithm can estimate the 

probability of success of a particular product type for a particular market segment. 

c. Implementation Steps: 
1) Data collection:Historical data on successful and failed products, including factors 

such as location, market demographics, and sales trends. 

2) Data Preprocessing:Clean the data and separate it into features (e.g., product 

category, price, target market) and labels (e.g., success or failure). 

3) Application of Naïve Bayes Algorithm:Use the processed data to train a Naïve Bayes 

model. 

4) Prediction:Based on input from prospective MSMEs (e.g., the types of products they 

are considering, target market, and capital), the model will predict the likelihood of 

success for different types of products. 

5) Evaluation:Evaluate the prediction results using test data to ensure model accuracy. 

d. Excess: 

1) Simple and quick to implement. 

2) Suitable for large datasets with many features. 

3) Effective on high probability classification problems, such as predicting suitable 

product types for potential MSMEs. 

e. Lack: 

1) The assumption of independence between features is often unrealistic in the real world. 

2) The accuracy may decrease if the features have a strong relationship with each other. 

 

2. C4.5 Algorithm 

a. Basic Concepts 

C4.5 is a machine learning algorithm used to build decision trees. It breaks down a dataset 

based on the features that provide the most information about the decision, using the 

concepts of entropy and information gain. This decision tree is then used to make 

predictions based on new features. 

Application in UMKM Product Selection 

The C4.5 algorithm can be used to build complex decision models in selecting MSME 

products by considering various factors such as initial capital, market needs, and industry 

trends. The resulting decision tree will provide rules that can be used by prospective 

MSMEs to select product types with a greater chance of success. 

b. Implementation Steps: 
1) Data collection:Collect relevant data, such as product type, market trends, initial 

capital, and product success rates in previous MSMEs. 
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2) Data Preprocessing:Clean and format the data into features and labels, as done in the 

Naïve Bayes algorithm. 

3) Implementation of C4.5 Algorithm:Use the C4.5 algorithm to build a decision tree 

based on the processed data. This tree will help identify important decision rules. 

4) Prediction:Prospective MSMEs can enter information about the business they want to 

run, and the decision tree will generate product recommendations. 

5) Evaluation:Evaluate the accuracy of decision trees using test data and ensure that the 

resulting rules correspond to real-world situations. 

c. Excess: 

1) The resulting decision tree is easy to interpret and understand. 

2) The C4.5 algorithm is effective in handling imbalanced or incomplete data. 

3) Can produce specific and relevant decision rules for prospective MSMEs. 

d. Lack: 

1) It can produce very complex trees, making it difficult to implement in dynamic real-

world situations. 

2) Susceptible to overfitting if the dataset is not large or representative enough. 

 

4.2 One Algorithm Tends to Provide Advantages in Predicting Market Preferences or 

Consumer Needs for Types of Prospective MSME Products 

In the context of predicting market preferences or consumer needs for the type of product 

of prospective MSMEs, one of the algorithms that tends to provide advantages is the C4.5 

Algorithm (Decision Tree). This is due to several specific reasons that are relevant to 

understanding the market and consumer needs: Advantages of the C4.5 Algorithm in Predicting 

Market Preferences: 

1) Ability to Handle Complex Data:The C4.5 algorithm is able to work well on complex 

datasets with many variables or features. In the context of market preferences, the data used is 

often complex, involving various factors such as demographics, consumption trends, price 

preferences, and product characteristics. C4.5 breaks down this data into simple but powerful 

decision rules. 

2) Easy to Interpret Decision Tree:One of the main strengths of C4.5 is that the decision trees it 

produces are very easy to interpret. This is important for prospective SMEs because they can 

see specific rules that explain why certain products are more suited to certain market 

preferences. For example, a rule such as "If the target consumers are young people and the 

product is affordable, then fashion products have a high chance of success" can emerge from 

this decision tree. 

3) Dealing with Uncertainty and Multiclass Categories:C4.5 is designed to handle multiclass 

data, meaning it can work with complex output types, such as multiple product categories. It 

also handles uncertainty well, such as when the data is incomplete or has missing values. 

4) Flexibility in Combining Market Criteria:The decision tree generated by C4.5 considers 

multiple criteria simultaneously and sets priorities based on the information obtained from the 

data. This makes it very effective in predicting consumer needs that may depend on several 

factors at once, such as location preferences, price range, product quality, and consumer 

purchasing power. 

5) Detect Important Factors:C4.5 automatically identifies the features or variables that are most 

influential in decision making. In a market context, this helps to focus on the key factors that 

truly influence consumer preferences and market needs. Disadvantages of Naïve Bayes in This 

Context: 

a. Independence Assumption:Naïve Bayes assumes that all features or variables are 

independent, which in the context of market preference prediction is often unrealistic. For 
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example, in product selection, price preferences may be related to quality preferences, and 

Naïve Bayes may fail to capture this relationship accurately. 

b. Less Flexible in Combining Complex Information:In dynamic and complex markets, the 

relationships between factors cannot always be clearly separated. C4.5 is better able to 

handle the relationships between variables through decision trees, while Naïve Bayes may 

be less flexible in combining information from various sources. 

 

4.3 Factors such as accuracy, computational speed, and reliability affect the performance of 

both algorithms in selecting types of prospective UMKM products. 

In selecting product types for prospective MSMEs, factors such as accuracy, computational 

speed, and reliability affect the performance of both algorithms, namely Naïve Bayes and C4.5. 

Each algorithm has advantages and disadvantages related to these factors that need to be considered 

depending on the specific needs of the application. 

1. Accuracyrefers to how well an algorithm predicts the correct outcome based on the given data. 

a. Naive Bayes: 

1) Superiority:Naïve Bayes often provides good accuracy results on large datasets and 

when features are independent. In the context of prospective MSMEs, if the data used 

has independent characteristics (for example, if each consumer factor is not very 

correlated with each other), Naïve Bayes can provide fairly accurate predictions. 

2) Weakness:However, since Naïve Bayes assumes independence between features, its 

accuracy can decrease if there is correlation between factors in the dataset. In the case 

of market preference prediction, where factors such as price, location, and 

demographics are interrelated, this assumption can be a weakness. 

b. C4.5: 

1) Superiority:C4.5 typically has higher accuracy than Naïve Bayes in situations where 

features are not independent. This is because C4.5 explicitly models the relationships 

between features in the form of decision trees, which allows the algorithm to better 

handle more complex data. 

2) Weakness:While C4.5 tends to be more accurate in complex scenarios, there is a risk 

of overfitting, especially if the dataset used is small or unrepresentative. This can 

reduce accuracy when the model is applied to new data. 

2. Computing Speedrefers to how fast the algorithm can process data and produce results. 

a. Naive Bayes: 

1) Superiority:Naïve Bayes is known to be very fast and efficient in terms of 

computation. This is because the calculations performed only involve basic 

probabilities without requiring complex processing. In the context of MSMEs that 

require fast decisions, Naïve Bayes is very suitable if the dataset is large and requires a 

fast response. 

2) Weakness:However, this speed often comes at a cost in terms of detail and precision 

on complex datasets. 

b. C4.5: 

1) Superiority:C4.5, although more complex than Naïve Bayes, is still fast enough for 

medium-sized datasets. This algorithm builds a decision tree by splitting the dataset 

based on the most informative features, which allows for relatively fast processing 

compared to some other algorithms (e.g., artificial neural networks). 

2) Weakness:However, when the dataset becomes very large or complex, the 

computational speed of C4.5 can decrease. The decision tree formation process can be 

slow, especially if there are many features or data that need to be analyzed. 
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3. Reliabilityrelates to how consistently the algorithm can provide stable results and in 

accordance with expectations. 

 

a. Naive Bayes: 

1) Superiority:Naïve Bayes is very reliable in providing consistent results, especially on 

large and simple datasets. This algorithm is very stable because its calculation process 

is straightforward and does not involve complex optimization. 

2) Weakness:However, this reliability decreases when the features in the dataset are 

strongly correlated. In a market context, if market data are interdependent (e.g., price 

preferences and product quality are related), Naïve Bayes can produce less reliable 

results. 

b. C4.5: 

1) Superiority:C4.5 is very reliable in handling more complex and diverse datasets. This 

algorithm is able to capture deep relationships between features and provide more 

realistic results for complex scenarios, such as market preferences or consumer needs 

in selecting MSME products. 

2) Weakness:The reliability of C4.5 can be compromised by overfitting. If the model is 

overfitted to the training data and not tested enough on new data, the results can 

become less reliable when faced with changing market conditions.  

 

5. CLOSING 

5.1 Conclusion: 

The following is the final conclusion of the research on the comparative analysis of the 

naïve Bayes algorithm and the c4.5 algorithm: 

1. The selection of the right algorithm depends on the specific needs of the prospective SME. If 

the focus is on fast and simple probabilistic predictions, Naïve Bayes can be the right choice. 

On the other hand, if more complex and rule-based decisions are needed, the C4.5 algorithm 

can provide more useful results. Both algorithms can be applied together to provide more 

comprehensive recommendations for prospective SMEs, with Naïve Bayes used for fast 

estimation and C4.5 to provide more in-depth decision rules. 

2. To predict market preferences or consumer needs in the context of prospective MSMEs, the 

C4.5 algorithm tends to be superior because of its ability to handle complex data, produce 

easily interpretable decision rules, and identify important factors that influence market 

preferences. C4.5 is more suitable for scenarios where decisions must be made based on 

multiple interrelated factors, as is often found in market analysis and consumer behavior. 

3. In selecting product types for prospective MSMEs, the choice between the Naïve Bayes and 

C4.5 algorithms depends heavily on the priority of factors such as accuracy, computational 

speed, and reliability: 

a. Naive Bayessuperior in situations that require speed and have large data with relatively 

independent features. This is suitable if prospective SMEs have a need for quick decisions 

based on simple data. 

b. C4.5better if prospective SMEs need to make decisions based on more complex data with 

multiple interrelated factors. This provides higher accuracy and reliability, although with 

potentially heavier computation. 

 

5.2 Suggestions 

To improve the quality and level of knowledge, the following are suggestions in this 

research, namely: 
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1. Further research could explore other classification algorithms, such as Random Forest or SVM, 

to compare their performance with C4.5 and Naïve Bayes. 

2. Collecting more complete and representative data from various MSMEs can improve the 

quality of the resulting classification model. 

3. Integration of selected classification models into a decision support system can help MSMEs 

practically in selecting the right type of product. 

4. Dissemination of research results to related parties, such as BBPSDMP Kominfo Medan, can 

help MSMEs in making better decisions. 
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